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ABSTRACT 
Background: Hypertension is a major global health concern that increases the risk of cardiovascular disease. 
Understanding the impact of age and treatment types on blood pressure control is essential for optimizing therapeutic 
strategies. Aim: This study aims to assess how different treatment types and patient age influence blood pressure 
control in hypertensive patients. Methodology: A binary logistic regression model was employed to analyze data from 
48 patients diagnosed with hypertension. The study investigated the impact of two treatment regimens and patient 
age on the likelihood of achieving optimal blood pressure levels. The statistical significance of the findings was 
evaluated using chi-square tests and p-values. Results: The analysis revealed that both treatment type and patient 
age significantly influenced blood pressure outcomes (p<0.05). The odds of maintaining controlled blood pressure 
were significantly higher for patients receiving a combination therapy compared to monotherapy. Older patients 
demonstrated a slight decrease in the likelihood of achieving optimal blood pressure control. Treatment selection 
plays a crucial role in hypertension management, with combination therapy showing superior efficacy. Age also 
influences treatment response, though to a lesser extent. Conclusion: These findings highlight the importance of 
personalized treatment strategies. 
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1. INTRODUCTION 
 
Blood pressure refers to the force exerted by blood 
against the walls of blood vessels as it circulates 
through the body's circulatory system. This pres-
sure is generated by the pumping action of the 
heart, which contracts to push blood into the arter-
ies, supplying oxygen and nutrients to tissues and 
organs throughout the body. After each contrac-
tion (systole), the heart relaxes (diastole) to refill 
with blood, ensuring continuous circulation 
through the arteries, including the aorta [1,2]. 

Medical statistics indicate that normal human 
blood pressure is approximately 115/75 mm Hg. 
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Any significant increase or decrease in this pres-
sure can harm the body and lead to various health 
problems. Systolic pressure, the force exerted dur-
ing heart contraction, is always higher than dias-
tolic pressure, which occurs during heart relaxa-
tion. Maintaining blood pressure within the normal 
range is crucial to avoid health issues, as high 
blood pressure increases the risk of conditions 
such as heart failure, stroke, or kidney failure. Con-
versely, low blood pressure can lead to cell dam-
age, particularly in the brain, due to insufficient ox-
ygen and nutrients reaching the tissues. 

Hypertension, also known as high blood pres-
sure, is a chronic condition characterized by ele-
vated blood pressure levels. In this condition, the 
heart is under stress as it pumps blood with greater 
force, leading to the narrowing of thin arteries due 
to increased resistance during blood flow [3,4]. 
Blood pressure can also rise in response to the 
body's increased demand for blood and nutrients, 
commonly occurring during exercise. Normal 
blood pressure fluctuates throughout the day in re-
sponse to nervous influences, psychological 
stress, and physical exertion. 

Statistical applications play a crucial role in un-
derstanding and analyzing this condition by em-
ploying appropriate models. The use of modern 
statistical methods in analyzing categorical data 
has increased, particularly in medical and social 
research. The logistic regression model is essen-
tial for analyzing data where the response variable 
(Y) is binary (0 or 1). There are two types of logistic 
regression: binary logistic regression and multiple 
logistic regression. This study will focus on using a 
binary logistic regression model to identify the re-
lationship between the response variable and the 
influencing variables. 

The primary objective of this study is to exam-
ine the effects of blood pressure treatment and pa-
tient age on response variables related to high and 
low blood pressure in hypertensive patients. This 
will be achieved by constructing an appropriate 
model to analyze the data. 

Several researchers have focused on studying 
this model in life statistics. For instance, a study on 
chronic food insecurity in Nepal [5] identified the 
highest and lowest exponential values of the coef-
ficient obtained from the binary logistic regression 
model. Logistic regression has also been pre-
sented as an effective method for analyzing the ef-
fect of independent variables on binary outcomes 
by measuring the unique contribution of each var-
iable [6]. 

Further research has employed binary logistic 
regression in various fields, such as landslide sus-
ceptibility [7] and predicting carbon dioxide emis-
sions [8]. The model has been used to predict so-

cial trust with demographic variables from a na-
tional sample in the General Social Survey (GSS) 
[9], and it is widely applied in developing clinical 
prediction models [10]. 

Moreover, the overall classification perfor-
mance between random forests and binary logistic 
regression has been evaluated, considering differ-
ent substructures, increased variance, noise in ex-
planatory variables, and an increased number of 
observations [11]. Additionally, guidelines have 
been developed for clinicians to create logistic re-
gression-based prediction models to enhance clin-
ical decision-making [12]. 

In Indonesia, binary logistic regression has 
been utilized to identify factors influencing health 
insurance ownership and understand their rela-
tionships [13]. The research concluded that includ-
ing age as the only explanatory variable increased 
the likelihood of obtaining health insurance. The 
application of binary logistic regression in dental 
research has also been explored, including as-
pects like model fit, goodness-of-fit tests, and 
model validation [14]. 
 

2. METHODOLOGY 
 
The importance of using logistic analysis has in-

creased day after day, as it is concerned with an-

alyzing data with a binary response, in which the 

response variable is usually binary, as in the case 

of success the response variable takes the value 

(1) and in the case of failure (Failure) takes the 

value (0). The logistic model is employed to illus-

trate the relationship between the response varia-

ble (y) and the influencing variables, 𝑥1 ,……….,𝑥𝑛, 

and this relationship is expressed in the following 

formula [5]: 

𝑃(𝑥) =
1

1 + 𝑒−𝑎−𝐵𝑖𝑥𝑖
                                               … (1) 

Whereas a, 𝐵𝑖are the model parameters to be es-

timated and P(x), B>0 the probability of re-
sponse,𝑃(𝑌), influenced by the variables Xi, and 
−∞ < 𝑥𝑖 < ∞, and the above formula is known as 
the logistic response function and is characterized 
by the fact that P(x) is defined between (1,0) and 
that the two parameters (a, B) are not restricted. 
There are two types of logistic regression models: 
the binary-response logistic regression model, and 
the multiple-response logistic regression model 
[8]. 
 

2.1. Binary logistic regression model 
 
The logistic regression model is recognized as a 
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type of nonlinear regression model that describes 
the relationship between the response variable (y) 
and the independent influential variables. 
(𝑥1, 𝑥2, 𝑥3, . . . , 𝑥𝑘)  is nonlinear. The logistic regres-
sion model is built on a basic assumption. It means 
that the response variable (y) can take on two val-
ues (1,0), and either Success has a probability Of 
( 𝑝𝑖) or Failure has a probability of ( 1 − 𝑝𝑖), so the 
variable (𝑦𝑖) is distributed according to the 
Bernoulli distribution ( 𝑝𝑖). That is 𝑦𝑖~𝐵𝑒𝑟( 𝑝𝑖), 𝑖 =
1,2, … , 𝑛. Therefore, the probability density func-
tion is according to the following formula [7]: 

 
𝑃𝑟(𝑌𝑖 = 𝑦𝑖) = 𝑝𝑖

𝑦𝑖  (1 − 𝑝𝑖)1−𝑦𝑖                             … (2) 

 
Since 𝑦𝑖 is a binary dependent variable of re-
sponse (0,1), 𝑝𝑖  is the probability of the response 
occurring when 𝑦𝑖 = 1,  1 − 𝑝𝑖 is the probability of 

the response not occurring when 𝑦𝑖 = 0 . 
The probability of a response in the logistic regres-
sion model is represented by the value (1) and is 
calculated using the following formula [15]: 
 

𝑃𝑟(𝑦 = 1| x) =
1

1 + (e𝐵0+∑ 𝐵𝑗xij
𝑘
𝑗=1 )−1

                   … (3) 

 
The probability of responding at the value (0) is as 
follows: 

 

𝑃𝑟(𝑦 = 0| 𝑥) =
1

1 + e𝐵0+∑ 𝐵𝑗xij
𝑘
𝑗=1

                        … (4) 

 
The logistic regression function (probability of 
response) is expressed by the following formula: 
 

𝑝𝑖 =
e𝐵0+∑ 𝐵𝑗xij

𝑘
𝑗=1

1 + e𝛽0+∑ 𝛽𝑗xij
𝑘
𝑗=1

                                            … (5) 

 
The estimated logistic regression function is as 
follows: 
 

�̂�𝑖 =
e�̂�0+∑ �̂�𝑗xij

𝑘
𝑗=1

1 + e�̂�0+∑ �̂�𝑗xij
𝑘
𝑗=1

                                           … (6)  

 
We note from equation (12) the shape of the rela-
tionship between the influencing variables (𝑥𝑖𝑗) 

and the probability of response, 𝑝𝑖 cannot be lin-
ear, but rather takes a curved shape, that is, in the 
form of the letter (S). 
 

1 − 𝑝𝑖 = 1 −  
e𝐵0+∑ 𝐵𝑗xij

𝑘
𝑗=1

1 + e𝐵0+∑ 𝐵𝑗xij
𝑘
𝑗=1

                           … (7) 

Where   𝐵0, 𝐵1, 𝐵2, … , 𝐵𝑗  represent unknown pa-

rameters to be estimated and 𝑥𝑖𝑗 are influential 

variables. 
 

2.2. Maximum likelihood method 
 

This method depends on finding the values of �̂�, 
which are estimates of the vector B that bring the 
function to its maximum limit, and assuming that 
we have r influential variables (𝑥1, 𝑥2, … , 𝑥𝑛). 

The binomial distribution is characterized by 
two parameters (𝑛𝑖, 𝑝𝑖), where (Yi) denotes the 

sum of successes in each attempt from (𝑛𝑖) With 
(k) variables affecting each group of sums, the 
probability density function for (Yi) can be ex-
pressed as [16]: 
 
𝑃𝑖(𝑋𝑖 = 𝑥𝑖) = 𝐶𝑥𝑖

𝑛𝑖𝑝𝑖
𝑥𝑖(1 − 𝑝𝑖 )𝑛𝑖−𝑥𝑖  , 𝑖 = 1,2, … , 𝑟 ;  𝑥𝑖 = 0,1, … , 𝑛𝑖      … (8) 

 

The maximum likelihood function of the joint 
distribution of the data (Yi) can be expressed using 
the formula: 
 

𝐿(𝑃) = ∏ 𝐶𝑥𝑖

𝑛𝑖 [
𝑝𝑖

1 − 𝑝𝑖
]

𝑥𝑖

(1 − 𝑝𝑖)
𝑛𝑖

𝑟

𝑖=1

              … (9) 

 

The logarithm of the maximum likelihood 
function is represented as: 
 

𝐿𝑛𝐿(𝑃) = ∑ {𝐿𝑛𝐶𝑥𝑖

𝑛𝑖 + 𝑦𝑖�́�𝑖𝐵 + 𝑛𝑖𝐿𝑛 (
𝑝𝑖

1 + exp (�́�𝑖𝐵)
)}

𝑟

𝑖=1

… (10) 

 

The multivariate explanatory binary logistic re-
gression formula is described by the following for-
mula: 
 

𝑃(𝑥) =
𝑒𝐵0+∑ 𝐵𝑖𝑗𝑥𝑖𝑗

𝑛
𝑗=1

1 + 𝑒𝐵0+∑ 𝐵𝑖𝑗𝑥𝑖𝑗
𝑛
𝑗=1

                                   … (11) 

 

The transformation P(x), which represents a bi-
nary logistic regression model search, is called 
logit transformation, and the likelihood function is 
represented by the formula: 
 

𝑓(𝑥) = 𝑙𝑛 [
𝑃𝑖

1 − 𝑃𝑖
]                                                   … (12) 

 

2.3. The data 
 

The data for this research study was gathered from 
the emergency departments of three hospitals: 
Medical City Hospital, Al-Kindi Hospital, and Imam 
Ali Hospital, during the year 2017. The dataset 
comprises information from a sample of 48 pa-
tients who underwent blood pressure measure-
ments, taking into consideration their age (Table 
1).  
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Table 1. Treatment data and age for high blood pressure 
patients. 
 

C3 C2 C1 No 

60 Druge1 Low 1 

32 Druge1 Low 2 

25 Druge1 Low 3 

80 Druge1 High 4 

47 Druge1 Low 5 

66 Druge1 Low 6 

81 Druge1 High 7 

48 Druge1 Low 8 

48 Druge1 Low 9 

49 Druge1 Low 10 

50 Druge1 High 11 

56 Druge1 Low 12 

75 Druge1 Low 13 

61 Druge1 Low 14 

80 Druge1 High 15 

50 Druge1 High 16 

37 Druge1 High 17 

41 Druge1 Low 18 

40 Druge1 Low 19 

54 Druge1 Low 20 

50 Druge1 Low 21 

57 Druge1 High 22 

52 Druge1 High 23 

54 Druge1 High 24 

45 Druge1 Low 25 

67 Druge1 High 26 

55 Druge1 Low 27 

60 Druge1 Low 28 

46 Druge1 Low 29 

54 Druge1 Low 30 

51 Druge1 High 31 

46 Druge1 Low 32 

55 Durge2 High 33 

60 Durge2 High 34 

61 Durge2 High 35 

50 Durge2 High 36 

50 Durge2 High 37 

63 Durge2 High 38 

63 Durge2 High 39 

58 Durge2 High 40 

59 Durge2 High 41 

69 Durge2 High 42 

62 Durge2 High 43 

68 Durge2 High 44 

50 Durge2 Low 45 

59 Durge2 High 46 

80 Durge2 High 47 

51 Durge2 High 48 

Blood pressure measurements were taken both 
upon admission and an hour after treatment ad-
ministration. This yielded two binary response var-
iables: one indicating low patient improvement and 
the other indicating no improvement. The age var-
iable is quantitative, while the treatment variable is 
qualitative and consists of two types: Furosemide 
and Angised. Some patients received only Furo-
semide (coded as durag1), while others received 
both Furosemide and Angised (coded as durag2). 
Key variables include: 
C1: The response variable indicating the health 
status of patients with high and low blood pressure 
(low: patient improved, high: patient did not im-
prove). 
C2: The treatment variable, descriptive in nature, 
indicating the type of treatment administered 
(durag1: Furosemide, durag2: Furosemide and 
Angised). 
C3: The age variable, a quantitative measure. 
 

3. RESULTS 
 

The binary logistic regression model was em-
ployed to examine the effect of treatment and age 
on blood pressure levels among 48 patients. The 
response variable was binary, indicating whether 
patients had low (0) or high (1) blood pressure. 
The sample included 22 patients with low blood 
pressure readings and 26 with high blood pressure 
readings, with the latter being the predominant 
condition. 

Table 2 presents the results of the analysis of 
variance for the model parameters. The chi-square 
tests and p-values for both the treatment variable 
(C2) and the age variable (C3) were significant 
(p<0.05), providing strong evidence against the 
null hypothesis (H0: β1=β2=0 vs H1: β1&β2≠0). This 
result supports the alternative hypothesis, indicat-
ing that both treatment and age significantly influ-
ence the patient's blood pressure condition. 

The coefficient of determination (R2) and the 
adjusted coefficient of determination (R2(adj)) 
reflect the explanatory power of the model. An 
R2(adj) value of 31.23% is considered reasonable 
given the sample size, indicating that the model 
explains a modest portion of the variability in blood 
pressure levels. The Akaike Information Criterion 
(AIC) value of 49.53 suggests that the model is ef-
ficient, as lower values indicate better model 
performance. 

In Table 3, the estimated coefficients and their 
standard errors for the model parameters are pro-
vided. The coefficient for the treatment variable in-
dicates that when comparing the first treatment (Fu-
rosemide) to the second treatment (Angised & Fu-
rosemide), the log-odds of high blood pressure de-
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crease by 3.13, assuming the age variable is con-
stant. Similarly, the coefficient for the age variable 
indicates a decrease in the log-odds of high blood 
pressure by 0.0698 for each additional year of age. 
The Variance Inflation Factor (VIF) for both varia-
bles was 1, suggesting no multicollinearity issues. 

Table 4 displays the odds ratios and confidence 
intervals for the model. The odds ratio for the age 
variable (C3) was 1.0723, indicating a slight effect 
of age on blood pressure levels. However, the 
odds ratio for the treatment variable (C2) was 
22.8682, indicating a substantial impact of the 
treatment on reducing high blood pressure. 
The regression equations for the probability of 
having high blood pressure, based on the 
treatments, are as follows: 

Regression Equation 

P(High)=exp(Y')/(1+exp(Y')) 
C2 
Druge1 Y'=-4.486+0.06982 C3 
Durge2 Y'=-1.356+0.06982 C3 

The estimated equation for the probability of 
improvement due to the effect of the treatment 
variable (durge 1& durge2). 

Table 5 summarizes the results of the goodness-
of-fit tests, including the Deviance test, Pearson test, 
and Hosmer-Lemeshow test. The p-values for these 
tests exceeded the significance level of 0.05, 
indicating that the model fits the data adequately. 

Based on Figure 1, it appears that the data follow 
a normal distribution, exhibit equality of variance, and 
show independence of residuals. 

 
Table 2. represents the results of deviations and testing. 

 

 
Table 3. Results of the estimated model parameters along with the coefficient of variation. 

 

 
 

Table 4. Risk rate for the Logit model. 

 
Table 5. Goodness-of-Fit Tests. 

 

Test DF Chi-square p-value 

Deviance 45 43.53 0.534 

Pearson 45 42.54 0.577 

Hosmer-Lemeshow 8 7.11 0.525 

 

Source DF Adj dev Adj mean Chi-square p-value R2 R2(adj) AIC 

Regression 2 22.679 11.3396 22.68 0.000 

34.25% 31.23% 49.53 

C3 1 5.136 5.1356 5.14 0.000 

C2 1 13.330 13.3298 13.33 0.000 

Error 45 43.529 0.9673   

Total 47 66.208    

Term Coefficient Standard Error Coefficient VIF 

Constant 4.49 1.94  

C3 -0.0698 0.0341 1.00 

C2 Durge1Drug2 -3.13 1.12 1.00 

Odds Ratios for odds ratio Continuous predictors 95% CI 

C3 1.0723 (1.0029,1.1465) 

C2 Drug2 Durge1 22.8682 (2.5666,203.7561) 
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Figure 1. Histogram and the normal probability of model errors. 

 
4. DISCUSSION 
 

The results of this study provide significant insights 
into the impact of treatment and age on blood pres-
sure outcomes in patients with hypertension. The 
binary logistic regression model revealed that both 
treatment type and patient age significantly influ-
ence blood pressure levels, with p-values well be-
low the 0.05 threshold, indicating strong statistical 
significance. 

The treatment variable demonstrated a partic-
ularly profound effect on blood pressure out-
comes, with an estimated parameter of -3.13, 
highlighting a substantial reduction in the odds of 
high blood pressure when comparing the two treat-
ments (Furosemide and Angised & Furosemide). 
This suggests that the combination of Angised with 
Furosemide is more effective in managing blood 
pressure levels than Furosemide alone. The odds 
ratio for this treatment was found to be significantly 
greater than 1, which supports the conclusion that 
treatment choice plays a crucial role in managing 
hypertension [17]. 

In contrast, the age variable, while also statis-
tically significant, showed a more modest effect 
with an estimated parameter of -0.0698. The odds 
ratio for age was slightly above 1, indicating that 
as age increases, the likelihood of lower blood 
pressure decreases, though the effect is less pro-
nounced than that of the treatment variable. This 

finding is consistent with existing literature, which 
often highlights age as a risk factor for hyperten-
sion but acknowledges that effective treatment can 
mitigate some of the age-related risks [18]. 

When comparing these findings to previous 
studies, the results align with the broader body of 
research that underscores the effectiveness of 
combination drug therapies in managing hyperten-
sion. For instance, similar studies have demon-
strated that combining multiple drugs often yields 
better control over blood pressure compared to 
monotherapy [19]. The current study's findings re-
inforce the importance of personalized treatment 
plans that consider both the patient's age and the 
specific pharmacological intervention. 

Moreover, the goodness-of-fit tests, including 
the Deviance, Pearson, and Hosmer-Lemeshow 
tests, all indicated that the model fits the data well, 
with p-values exceeding 0.05. This suggests that 
the logistic regression model used in this study is 
appropriate for analysing the relationship between 
the predictors and blood pressure outcomes [20]. 

In summary, the study's results confirm the crit-
ical role of treatment type in managing blood pres-
sure among hypertensive patients, with age also 
playing a significant but less dominant role. These 
findings have important clinical implications, sug-
gesting that healthcare providers should prioritize 
the choice of treatment when addressing hyper-
tension, particularly in older patients. Future 
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research should continue to explore the interaction 
between different treatments and demographic 
factors to further refine hypertension management 
strategies [21]. 

 

5. CONCLUSION 
 
This study successfully applied a binary logistic re-
gression model to analyze the impact of treatment 
type and patient age on blood pressure outcomes. 
The findings demonstrate that both treatment and 
age significantly influence blood pressure, with 
treatment having a more pronounced effect. These 
results highlight the importance of treatment selec-
tion in managing high blood pressure, offering val-
uable insights for clinical decision-making. 
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